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PRACTICAL APPROACH TO DETERMINING DYNAMIC RECRYSTALLIZATION PARAMETERS 
USING FINITE ELEMENT OPTIMIZATION OF BACKWARD EXTRUSION PROCESS

In this study, we present a new method for obtaining the parameters of the Johnson-Mehl-Avrami-Kolmogorov equation for 
dynamic recrystallization grain size. The method consists of finite-element analysis and optimization techniques. An optimization 
tool iteratively minimizes the error between experimental values and corresponding finite-element solutions. Isothermal backward 
extrusion of the AA6060 aluminum alloy was used to acquire the main parameters of the equation for predicting DRX grain size. 
We compared grain sizes predicted using optimized and reference parameters with experimental values from the literature and 
found better agreement when the optimized parameters were applied. 
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1. Introduction 

The mechanical properties of polycrystalline metals are 
mainly controlled by the size and shape of the grains in mi-
crostructure. The ability to predict and control grain size and 
morphology during different metal forming processes thus 
allows the development of tailored material properties and op-
timized products [1]. Dynamic recrystallization (DRX) [2-4], 
meta-dynamic recrystallization [5-7], and static recrystalliza-
tion [8,9] are the main mechanisms of grain evolution for hot 
metal forming processes. Among these, DRX is the dominant 
phenomenon for refining initially coarse grains [10]. Various 
types of empirical, semi-empirical, and mesoscopic models of 
grain evolution have been applied to predict DRX grain size 
[11-16]. Phenomenological modeling is an empirical approach 
that has been employed frequently [17-20]. In this approach, 
the results of observed phenomena are expressed as equations, 
regardless of the physical background. The coefficients of the 
equations in the model are typically obtained from experimental 
observation using regression techniques [18]. The kinetics of 
isothermal transformations have been described by the Johnson-
Mehl-Avrami-Kolmogorov (JMAK) phenomenological model 
since the 40’s and many researchers have given a fundamental 
contribution to extend the range of applicability of the model 
[21]. The grain sizes after DRX were also classically described 
using the Johnson-Mehl-Avrami-Kolmogorov (JMAK) model 
[22-24], which gives acceptable results compared with other 
models. Nevertheless, it is often applied to only narrow ranges 
of process variables, such as the strain rate and deformation 

temperature [25]. Thus, DRX parameters in the JMAK model 
are strongly dependent on the process variables; as such, it is 
essential to perform a large number of hot compression tests 
for a range of temperatures and strain rates to acquire these 
parameters [26-28].

In this study, we present a new approach, based on a com-
bination of finite-element analysis (FEA) and optimization 
techniques, to identify DRX parameters in the JMAK equations 
using a practical metal forming process. We used isothermal 
backward extrusion of the AA6060 aluminum alloy to investi-
gate the feasibility and reliability of the approach. To obtain the 
parameters of the grain size equation, we minimized the gap 
between the target and predicted values using the optimization 
processes. Experimental values of grain size from the literature 
were used as the target values.

2. Methodology 

Figure 1 shows a conceptual flow chart of the methodol-
ogy for identifying the DRX parameters, i.e., to calculate the 
optimized DRX parameters of the grain size equation. For this 
purpose, a metal forming product was quenched rapidly just 
after being formed to halt microstructural evolution, and the 
grain sizes on a plane section were then measured at specific 
sample points, which were shared with the control points for 
finite-element predictions and parameter optimization. The 
measured grain size at the i th sample point, denoted as Ddrx,tar(i), 
respectively, were applied as the associated target values in the 
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root mean square error formula [29] to define the following 
objective function: 
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where Ddrx,pre(i) is the finite element solutions of the grain size 
at the ith sample point, φ is the average of differences between 
the measured and predicted DRX grain size at the sample points. 
The objective function was optimized to minimize the differences 
between the predicted and associated measured values. Any 
empirical or theoretical models, including the JMAK model, can 
be used to predict the grain sizes. The experimental DRX grain 
size values [20] were considered to be the target grain sizes. 

In the JMAK model [30], the the grain size after DRX, Ddrx, 
was calculated as follows: 
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where ε, d0, ε·,Q, R and T are effective strain, initial grain size, 
effective strain rate, activation energy of recrystallization, gas 
constant, and temperature, respectively. b, h, n, and m are the 
coefficients of the grain size equation. In this study, b, m, n, 
and Q are considered the design parameters. The optimization 
problems are thus defined by determining the design parameters 
that minimize the objective function φ, subject to inequality 
constraints, which are functions of the design variables and state 
variables including temperature.

The objective of the optimization process shown in Figure 1 
is to find the DRX parameters, or design parameters, in an itera- Fig. 1. Conceptual flow chart of the presented methodology

Fig. 2. Schematic diagram of the backward extrusion process (dimensions in mm)
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tive way that predicts the grain sizes that are closest to the target 
values in terms of the objective function defined in Eq. (1). In 
the first step, an initial guess of the design parameters was made 
and the optimization procedure started from a FEA of the process 
with these initial values. The global response surface method 
(GRSM) [31] was used as the optimization technique. GRSM is 
a response surface-based approach that generates a few designs 
per iteration. Additional designs were generated globally to 
guarantee a good balance between local and global search capa-
bilities. To provide a better fit of the model, the response surface 
was updated adaptively with the newly generated designs [32].

4. Application of the method 

The validity of the method for obtaining the parameters of 
the grain size equation (Eq. 2) has been shown by the authors 
previously [33-36]. In the current study, the method is applied 
to acquire the parameters of the grain size equation practically. 
For this purpose, we examined isothermal backward extrusion 
of AA6060 aluminum alloy (chemical composition is given in 
Table 1) at 250, 450, and 550°C, and die velocities (v) of 0.1 and 
5.0 mm/s as depicted in Figure 2. 

TABLE 1
Chemical composition of the studied aluminum alloy

Si Fe Cu Mn Mg Zn Cr Ti
0.43 0.21 0.02 0.03 0.48 0.02 0.0012 0.01

A finite-element simulation of the backward extrusion 
process was conducted using a commercial forging simulator 
AFDEX [37-40]. The elements size has a significant effect on 
optimization time. Thus, it is of great importance to determine 
the minimum number of element that not only ensures calcula-
tion accuracy but also saves optimization time [33]. The finite-
element analysis with 2,000 quadrilateral elements was employed 
as shown in Figure 3. The temperature at the boundaries was 
constant to satisfy the isothermal condition. The flow stress of 
the alloy at hot working conditions is given to the simulation 
using the stress-strain curves at different temperature and strain 
rates [41]. A friction factor value (m = 0.22) was applied based 

on the ring test results [20].The grain sizes reported by Donati 
et al. [20] were used as the target values, Ddrx,tar, in the objective 
function (Eq. 1). These grain sizes were measured at nine sample 
points on the cross-section of a workpiece at the final stroke of 
the process with two formation rates. Measured grain sizes are 
average values for a small area [42]; thus, we calculated the 
average of nodal values in a circle with a diameter of 900 μm 
to obtain the predicted grain size, dDRX, pre, at each sample point 
(Fig. 3). The target values for different temperatures and die 
velocities are given in Table 2; these are the experimental values 
of the DRX grain size at the sample points [20].

Fig. 3. Grain size sample points

To simplify the optimization problem, h and c were 
given values of 1 and 0, respectively. The optimization vari-
ables in Eq. (2) were b, m, n, and Q. The initial grain size, d0, 
and the gas constant, R, were assigned values of 137 μm and 
8.314472 J/kmol, respectively [30]. The constraints and the initial 
guesses for the optimization are listed in Table 3. The optimiza-
tions continued, until the iteration at which no additional decrease 
in the objective function was achieved (Fig. 4). 

TABLE 2

Coordinates of the centers of circles at sample points and the corresponding target grain size

Sample 
point x (mm) y (mm) Grain size (μm)

250°C, 0.1 mm/s 250°C, 5.0 mm/s 450°C, 0.1 mm/s 450°C, 5.0 mm/s 550°C, 0.1 mm/s 550°C, 5.0 mm/s
1 4.10 3.58 29 29 31 34 48 61
2 5.50 3.90 77 78 76 59 53 86
3 6.88 3.87 90 85 98 92 65 109
4 4.72 5.50 27 17 43 40 — 47
5 5.87 5.69 74 66 — — 55 —
6 7.17 5.60 92 86 81 78 74 86
7 5.26 7.21 32 32 62 35 — —
8 6.14 7.50 67 65 — 51 70 85
9 7.24 7.41 95 85 78 70 — 81
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TABLE 3
Constraints and initial guesses of optimization variables 

at different temperatures

Temperature (°C) Constraints Initial guess
250 1.0 × 1015 < b < 1.0 × 1017 b0 = 5.0 × 1016

450 1.0 × 1010 < b < 1.0 × 1012 b0 = 5.0 × 1011

550 1.0 × 108 < b < 1.0 × 1010 b0 = 5.0 × 109

All temperatures
–2.0 < m < 0.5 m0 = –0.5
–2.0 < n < 0.0 n0 = –0.5
150 < Q < 200 Q0 = 175 (kJ/mol)

Fig. 4. Variation of the objective function with iterations at different 
temperatures

5. Results and discussion

The optimized DRX grain size parameters are compared 
with reference values [20,30] in Table 4. The parameter values 

were similar at 550°C. The obtained values for m at 250 and 
450°C were also similar to the associated reference values, 
whereas the optimized and reference values of b and n differed. 
The values of Q obtained via optimization were in good agree-
ment with the reference value of 161 kJ/mol.

Figures 5-7 illustrate the grain sizes predicted using refer-
ence and optimized DRX parameters at different die velocities 
and temperatures. The predicted grain size contours were similar 
at 550°C, due to comparable values of optimized and reference 
parameters (Table 4), whereas the greatest dissimilarities were 
observed at 250 °C for both forming rates. Figure 8 compares 
the measured grain sizes after DRX at 250°C with grain sizes 
predicted using both optimized and reference DRX parameters. 
The graphs show fewer differences at both formation rates. The 
results for 450°C are shown in Figure 9; predictions using the 
optimized parameters provided more accurate results, except at 
sample points 1 and 2, at a formation rate of 0.1 mm/s, and sample 
points 2 and 7 at a formation rate of 5.0 mm/s. The predicted 
and experimental grain sizes at 550°C are shown in Figure 10, 
which indicates similar predicted grain sizes using optimized 
and reference parameters; this result is consistent with the results 
represented in Figure 7. 

To quantitatively investigate the accuracy of predicted 
grain size, we calculated the error between the experimental and 
predicted values for the i th sample point as
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where Ddrx,exp and Ddrx, pre are the experimental and predicted 
grain sizes, respectively.

TABLE 4
Optimized and reference parameters for DRX grain size at different temperatures

Grain size 
parameter

250°C 450°C 550°C
Optimized Reference Optimized Reference Optimized Reference

b 1.84 × 1015 1.93 × 1015 9.70 × 1011 1.34 × 1011 9.92 × 109 8.26 × 109

n –0.813 –0.364 –0.551 –0.722 –0.430 –0.420
m –0.197 –0.213 –0.084 –0.084 0.047 0.046

Q (kJ/mol) 161.2 161 161.8 161 162 161

Fig. 5. Predicted DRX grain size (μm) at 250°C obtained using (a) reference parameters, v = 0.1 mm/s; (b) optimized parameters, v = 0.1 mm/s; 
(c) reference parameters, v = 5.0 mm/s; and (d) optimized parameters, v = 5.0 mm/s
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Fig. 6. Predicted DRX grain sizes (μm) at 450°C obtained using (a) reference parameters, v = 0.1 mm/s; (b) optimized parameters, v = 0.1 mm/s; 
(c) reference parameters, v = 5.0 mm/s; and (d) optimized parameters, v = 5.0 mm/s

Fig. 7. Predicted DRX grain sizes (μm) at 550°C using (a) reference parameters, v = 0.1 mm/s; (b) optimized parameters, v = 0.1 mm/s; (c) refer-
ence parameters, v = 5.0 mm/s; and (d) optimized parameters, v = 5.0 mm/s

Fig. 8. Predicted and measured grain sizes at 250°C and sample points (a) 1 to 3 (b) 4 to 6 (c) 7 to 9

The variation in predicted grain size error at different 
temperatures is shown in Figs. 11-13. The maximum predicted 
grain size error obtained using the reference and optimized 
parameters were 58.8% and 47.1%, respectively. These large 
errors were found at lower temperature and in the upper section 
of the extruded cups, where tool misalignment can promote 
inhomogeneous deformation and non-symmetric wall thickness 
distribution in the workpiece [30].

The average error produced at different temperatures and 
formation rates is illustrated in Figure 14, showing that the 
optimized parameters provided a noticeable reduction in error 
compared with the reference parameters, especially at lower 
temperatures. However, the calculated average error of the 
optimized parameters was almost equal to that of the reference 
parameters at 550°C.
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Fig. 11. Variation in predicted grain size error at 250°C at (a) v = 0.1 mm/s and (b) v = 5.0 mm/s

Fig. 12. Variation in predicted grain size error at 450°C at (a) v = 0.1 mm/s and (b) v = 5.0 mm/s

Fig. 9. Predicted and measured grain sizes at 450°C and sample points (a) 1 to 3 (b) 4 to 6 (c) 7 to 9

Fig. 10. Predicted and measured grain sizes at 550°C and sample points (a) 1 to 3 (b) 4 to 6 (c) 7 to 9
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Fig. 14. Variation in average predicted grain size error at different 
deformation temperatures

6. Conclusion

In the present study, we described a practical method for de-
termining DRX parameters using FEA optimization techniques. 
Optimized DRX parameters were acquired iteratively, minimiz-
ing the objective function of errors between target and predicted 
grain sizes at the sampled points. In this way, we obtained the 
main parameters in the JMAK equations for predicting the grain 
sizes. The method is economical because a large number of hot 
compression tests can be replaced by a simple and practical 
metal forming process such as extrusion, which was used in this 
study. 

Comparing the predicted grain size using the reference and 
optimized parameters with the experimental grain size values 
indicated that the optimized parameters provided a significant 
reduction in error compared with that for the reference param-
eters, especially at lower temperatures.
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