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NECKING IN THE TENSILE TEST. CORRECTION FORMULAE AND RELATED ERROR ESTIMATION

This paper deals with analytical modelling of the classical tensile test which is still considered as one of the main experimental procedures to determine the flow curve of elasto-plastic materials. Together with numerical simulation of the deformation process, it allows us to estimate the accuracy of the well-known classical formulae when they are used to evaluate the experimental data under stage of the neck formation. For this aim, errors related with the application of each individual simplifying assumption on the value of the average normalised axial stress were analysed. From critical analysis of one of the assumptions (curvature radius formulae of the longitudinal stress trajectory), a new empirical formula has been derived. It depends on the same measured parameters, however, leads to higher accuracy than any of the classical formulae. In addition, a new formula obtained from analytical investigation, i.e. in Lagrange approach, is discussed.
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1. Introduction

Tensile testing with axisymmetric specimens is a simple and an important standard engineering procedure which is effective to determine important elastic and plastic properties of materials. Up to the stage of neck formation, it is characterised, in fact, by a homogeneous 1-D stress state that provides a unique opportunity to evaluate the mechanical properties of the specimen material. Since the well-known papers of Bridgman [2] and Davidenkov-Spiridonova [5] have been published, researchers have been applying these simple formulae to extend the knowledge on the yield stress to a wider region when the plastic localisation takes place with pronounced neck formation (see e.g. [1, 3, 4]).

Bridgman and Davidenkov-Spiridonova derived their formulae in frames of the deformation theory of plasticity (or in frames the plastic flow theory) in Euler’s coordinates under Huber-Mises or Tresca yield criteria. Accurate mathematical formulation of the respective boundary problems can be found in Hill’s monograph [10]. The following assumptions have been additionally employed in the minimum cross-section: a) neglecting of the elastic properties at the stage of the neck creation and resulting material incompressibility within the plastic region, b) equality of the circumferential stress to the radial stress, c) constancy of the yield stress, \( k \), at every time increment, d) utilisation of specific formulae for the radius of cur-
vature of the longitudinal stress trajectory, \( \rho = \rho(r) \). Namely, Bridgman [2] derived formula (1) while Davidenko-Spiridonova [5] assumed (1) from experiments:

\[
\rho = (a^2 + 2ar - r^2)/(2r), \quad \rho = aR/r, \quad 0 \leq r \leq a, \quad (1)
\]

where \( R \) is the external neck radius at point \( r = a \) and \( z = 0 \) (see Fig. 1a).

As a result, the formulae for the normalised axial stress in the minimum cross section were found respectively by Bridgman [2], Siebel-Davidenko-Spiridonova [5, 16] and Szczepinski [6] in the following forms:

\[
\bar{\sigma}_z = \left(1 + \frac{2R}{a}\right) \ln \left(1 + \frac{a}{2R}\right), \quad \sigma_z = 1 + \frac{a}{4R}, \\
\bar{\sigma}_r = \frac{2R}{a} \left[ \exp \left(\frac{a}{2R}\right) - 1 \right]. \quad (2)
\]

Let us note that the same result, even in a more general form in comparison with that obtained by Davidenko-Spiridonova, has been earlier derived by Siebel and Schweigerer [16]. However, their paper was only published in German and is not well known. Also Szczepinski formula (2), can hardly be found in engineering literature.

However, from the best author’s knowledge any successful attempt to accurately estimate an accuracy of the classical formulae (2) has not been made. Some numerical analyses only confirm that the formulae manifest some errors [4, 12, 13, 15, 17]. Also we would like to refer here to paper [11], where an effort has been made to analytically correct the classic formulae. In [7], we brought the attention to the fact that the error connected with application of Bridgman and Davidenko-Spiridonova formulae to determine the flow curve can reach even 10% in the case of ideal plastic materials. It is naturally a direct consequence of the assumptions a) – d) used to simplify the derivation of the classical formulae. If the first assumption looks quite reasonable, at least if the neck appears at higher strains, others may be questionable and responsible for the aforementioned error.

In this paper, we concentrate our efforts to estimate the error of formulae (2) connected with the consequent simplifying assumption from b) to d) (assuming at each attempt that the other simplifications are correct). For this purpose, an analytical analysis and appropriate data obtained from numerical simulation are used. Finally, we propose and discuss some new formulae which can be used instead of the classical ones.

2. Applicability of the simplifying assumptions and related error estimations

First, let us describe the numerical model utilised during the error estimation. Due to symmetry, a half of the axisymmetric tensile specimen is considered. The space variables are in the range \( z \in (0, 30), r \in (0, 5) \) and the assigned length unit is mm. Dirichlet boundary condition is prescribed at the boundary \( z = 30 \), linearly changing in \( z \)-direction from zero to its maximum value with a small constant increment. Symmetry conditions are applied to the boundary \( z = 0 \). A very dense mesh, consisting of 64200 elements and refined in the surroundings of the minimum cross-section, was creat-

Fig. 1. Neck geometry of a tensile specimen (a); main stress trajectories in the meridian plane (b)
Relative errors connected with application of particular formulae to determine flow curves for three selected stages of deformation of every material

<table>
<thead>
<tr>
<th>Relative error, %</th>
<th>linear hardening</th>
<th>nonlinear hardening</th>
<th>ideal plasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stage of deformation a/R, –</td>
<td>Stage of deformation a/R, –</td>
<td>Stage of deformation a/R, –</td>
</tr>
<tr>
<td>Bridgman</td>
<td>0.371 0.661 1.062</td>
<td>0.134 0.405 0.714</td>
<td>0.591 0.866 1.174</td>
</tr>
<tr>
<td>Siebel/Dawid./Spirid</td>
<td>–1.8 –2.8 –5.1</td>
<td>–1.0 –2.5 –4.2</td>
<td>–5.4 –6.7 –8.3</td>
</tr>
<tr>
<td>Szczepiński</td>
<td>–0.8 0.2 2.2</td>
<td>–0.9 –1.3 –0.7</td>
<td>–2.8 –1.5 0.6</td>
</tr>
</tbody>
</table>

Only three different levels of plastic deformation (small, medium and large) have been presented. Unfortunately, it was impossible to achieve the same value of the parameter \( \delta = a/R \) for different materials under consideration. As a result, we extract values of more or less the same order of magnitude of the parameter \( \delta \). As we have mentioned in the introduction, the worst accuracy appears for any of the formulae (2) in the case of the ideal plastic material. This error increases with growing plastic deformation. The first conclusion which can immediately be made from the data presented in Table 1 is that the Bridgman formula (2) is the worst approximation among the classical formulae given in equation (2). This result is quite astonishing since the Bridgman equation is the most frequently used [7] formula.

However, at first glance, it is difficult to conclude which of the simplifying assumptions introduces the greatest error and why. The main goal of the next section is to answer this question. We will sequentially verify each single simplification b)–d), simultaneously assuming that the others are correct. To this aim, the verified assumption is considered in the analytical analysis together with necessary data drawn from the numerical simulation. Finally, we investigate the deviation between obtained and classical solutions. It is the other way of the error estimation compared to that presented in Table 1, where final results evaluated from classical formulae were compared with those received from the numerical simulation. We are also not going to analyse in that way the Szczepiński formula. The reason is that Szczepiński used the simplified equilibrium equation instead of the accurate equilibrium equation. This brings about an additional error to the theory and must be considered as a further simplifying assumption.

### 2.1. Assumption of the equality of the circumferential and the radial stresses

First, we consider the assumption b) taking the others, c) and d), for granted. Because the circumferential and radial stresses are not equal to each other in the minimal cross section \( z = 0 \), a relation between them can be written in a general form:

\[
\sigma_\theta(r) = \sigma_r(r) + \kappa c(r)\sigma_z(r), \quad 0 < r < a,
\]

(3)

where \( \kappa \) should be a small parameter and unknown function \( c(r) \) is normalised one \( \max|c(r)| = 1 \). It is clear that before the neck formation \( \sigma_\theta(r) = \sigma_r(r) \) holds \( (\kappa = 0) \). Thus, the parameter \( \kappa \) can be considered in some
sense as a measure of the plastic localisation connected with the neck formation.

Using (3), Huber-Mises and Tresca yield condition can be rewritten after some algebra in a common form:

\[ \sigma_z - \sigma_r = k + \nu k c \sigma_z + O(\kappa^2), 0 < \kappa << 1, \]

(4)

where parameter \( \nu \) takes the values:

\[ \nu_{HM} = \frac{1}{2}, \nu_T = 1, \]

(5)

adequately to Huber-Mises and Tresca conditions and \( O(\kappa^2) \) as usual denotes the standard Landau symbol utilised to the asymptotical analysis. Differentiating the yield criterion (4) with respect to \( r \), and inserting the result into the equilibrium equation, the following differential equation can be obtained in the minimal cross-section:

\[ (1 - \nu k c) \frac{\partial \sigma_z}{\partial r} - \left( \frac{\nu k c'}{r} + \frac{\kappa c}{r} \right) \sigma_z + \frac{k}{\rho} \frac{\partial}{\partial r} O(\kappa^2) = 0, \]

\[ 0 < \kappa << 1. \]

(6)

The solution of equation (6) together with the boundary condition at the free sample surface (\( \sigma_z = 0 \)) is sought with the regular perturbation technique with respect to the small parameter \( \kappa \). Indicating the normalised axial stress appeared in the classical formulæ by \( \bar{\sigma}_z \), the solution of equation (6) takes form:

\[ \frac{\sigma_z}{k} = \bar{\sigma}_z^{(0)} + u k c(t) \bar{\sigma}_z^{(0)}(t) + \kappa \int_0^t \bar{c}(t) \bar{\sigma}_z^{(0)}(t) dt, \]

(7)

with accuracy of order \( O(\kappa^2) \). As a result, the difference between the classical formulæ (2) for the average stress and the derived one is:

\[ \frac{\Delta \bar{\sigma}_z}{k} = \frac{2 k}{\kappa} \int_0^a \left( u c(t) \bar{\sigma}_z^{(0)}(t) + \kappa \int_0^t \bar{c}(t) \bar{\sigma}_z^{(0)}(t) dt \right) \frac{dr}{dt}. \]

(8)

Knowing the value of the small parameter \( \kappa \) as well as the function \( c(r) \) from (8), one can estimate the error of the classical formulæ related to this assumption. For this purpose, we extract representative magnitudes of \( \kappa \) and \( c(r) \) from the numerical simulation provided for the mentioned three different materials [9]. It has been observed that the value of parameter \( \kappa \) grows for small stages of deformation and takes its maximum value for parameter \( \delta \) near to 0.2 and then decreases. On the other hand, the function \( c(r) \) is increasing with \( r \) for almost all stage of deformation. Only for very large plastic strains it changes its behaviour. Integrating (8) with taking advantages of the range of values of the parameter \( \kappa \) and the function \( c(r) \) obtained from the numerical simulation, the relative errors of the average normalised axial stress can be received. Because of this procedure, the same value of parameter \( \delta \) could be utilised for each material under consideration. Appropriate data is collected in Table 2. It is interesting to note that in contrast to the Table 1, where the formulæ clearly manifested different accuracy, there is now practically no difference between the formulæ (2) in Table 2. However, the error itself is not small.

### TABLE 2

<table>
<thead>
<tr>
<th>Relative error, %</th>
<th>Stage of deformation a/R, ~</th>
<th>ideal plasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8E-05</td>
<td>0.185</td>
</tr>
<tr>
<td>Bridgman</td>
<td>-0.6</td>
<td>-6.7</td>
</tr>
<tr>
<td>Siebel/Dawid/Spirid</td>
<td>-0.6</td>
<td>-6.7</td>
</tr>
</tbody>
</table>

2.2. Assumption of the constancy of yield stress in the surface of minimum cross-section

Let us deal with the next simplifying assumption c), supposing that the rest of them, b) and d), are valid. Let us evolve Taylor’s formulæ for the yield stress in the form:

\[ k(\varepsilon_{eq}) = k(\bar{\varepsilon}_{eq}) + k'(\bar{\varepsilon}_{eq})(\varepsilon_{eq} - \bar{\varepsilon}_{eq}) + O(\varepsilon_{eq} - \bar{\varepsilon}_{eq})^2. \]

(9)

Taking advantages of the equilibrium equation together with the boundary condition on the neck contour, we have:

\[ \sigma_z = \int_r^a \frac{k(\varepsilon_{eq})}{\rho(t)} dt, \]

(10)

where \( \varepsilon_{eq} = \varepsilon_{eq}(r) \), and \( \bar{\varepsilon}_{eq} \) is its average value across the minimal cross-section. Inserting representation (9) into (10) and taking into account the yield condition

\[ \sigma_z - \sigma_r = k(\varepsilon_{eq}), \]

(11)

written (for both yield criteria) in the same form [9] we obtain:

\[ \sigma_z - k(\varepsilon_{eq}) = \bar{k} \int_r^a \frac{dt}{\rho(t)} + \bar{\varepsilon}_{eq} c'(\bar{\varepsilon}_{eq}) \int_r^a \frac{\Delta \varepsilon_{eq}(t)}{\rho(t)} dt. \]

(12)
Here we have introduced the notations \( \Delta \varepsilon_{eq} = (\varepsilon_{eq} - \bar{\varepsilon}_{eq})/\varepsilon_{eq} \) and \( \bar{k} = k(\varepsilon_{eq}) \). After same transformations, we finally get the increase of the average normalized axial stress in comparison with the classical formulae in the form:

\[
\frac{\Delta \bar{\sigma}_z}{\bar{k}} = \frac{1}{k} k'(\varepsilon_{eq}) \left[ \frac{2}{a^2} \int_0^a \left( \Delta \varepsilon_{eq}(r) + \int_r^a \frac{\Delta \varepsilon_{eq}(t)}{\rho(t)} dt \right) dr \right].
\] (13)

Let us note that the multiplicand on the right-hand side of equation (13) is limited by one for a large majority of the flow curves used in the theory of plasticity and engineering practice. This term takes the biggest value for linear hardening. Making use of representative values of \( \Delta \varepsilon_{eq} \) obtained from the numerical simulation, the maximal relative error has been determined for the same value of the parameter \( \delta \). Corresponding data is collected in Table 3. Also no difference can be observed between the formulae (2). Moreover, the error is very small and slightly depends on the level of the plastic deformation and does not exceed 0.5%.

<table>
<thead>
<tr>
<th>Relative error, %</th>
<th>linear hardening</th>
<th>nonlinear hardening</th>
<th>ideal plasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridgman</td>
<td>0.0371</td>
<td>0.061</td>
<td>1.062</td>
</tr>
<tr>
<td>Siebel/David/Spirid</td>
<td>-0.4</td>
<td>-0.5</td>
<td>-0.5</td>
</tr>
</tbody>
</table>

It should be noted here that ideal plasticity is characterized by a constant yield stress, so, \( k'(\varepsilon_{eq}) \equiv 0 \), and such a case has not been naturally considered in this analysis.

### 2.3. Specific formula for the curvature radius of the longitudinal stress trajectory

Let us now assume that the assumptions b) and c) are valid, but both formulae for the curvature radius \( \rho \) (by Bridgman or Davidenkov and Spiridonova) are not good approximation. Note that the distribution of the curvature of the main stress trajectory changes not only with the geometric parameter, \( r \), but, generally speaking, also with the stage of plastic deformation. As a result, one can conclude that \( \rho = \rho(r, \varepsilon_{eq}) \) and the final formulae for the axial stress becomes

\[
\sigma_z = k \left[ 1 + \int_r^a \frac{dt}{\rho(t, \varepsilon_{eq})} \right], \quad \frac{\bar{\sigma}_z}{k} = 1 + \frac{1}{a^2} \int_0^a \frac{r^2 dr}{\rho(r, \varepsilon_{eq})},
\] (14)

which depends on the additional incremental parameter \( \varepsilon_{eq} \). This brings an additional difficulty to the verification. Namely, we have to extract not only the radius distribution itself, but to simultaneously provide the computations at every time step. The curvature of the radius can be represented in a general form:

\[
\rho(r, \varepsilon_{eq}) = R \left( r G'(r^2) \right)^{-1},
\] (15)

where properties of the function \( G(t) \) were discussed in [7]. Generally speaking, this function is different at each incremental step: \( G(t) = G(t, \varepsilon_{eq}) \). It was also shown in [7] that for some reasonable values of the parameter, the formula

\[
G'(t) = \beta + A \left( 1 \sqrt{t} \right)^{\alpha} (1 - \beta)
\] (16)

can be used to approximate the curvature. Under such an assumption, formula (14)2 take the form:

\[
\frac{\bar{\sigma}_z}{k} = 1 + \frac{a}{4R} + \frac{a(1 - \beta) \alpha}{4R(4 - \alpha)}.
\] (17)

<table>
<thead>
<tr>
<th>Relative error, %</th>
<th>linear hardening</th>
<th>nonlinear hardening</th>
<th>ideal plasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridgman</td>
<td>0.371</td>
<td>1.062</td>
<td>0.613</td>
</tr>
<tr>
<td>Siebel/David/Spirid</td>
<td>0.3</td>
<td>-0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Relative errors occurred with introduction of \( \rho(r) \) determined from the numerical simulation to classical formulae for three selected stages of deformation of every material.
However, the parameters $\alpha, \beta = \alpha, \beta (\varepsilon_{eq})$ can be different at each incremental step. This enables us to estimate the possible error of the classic formulae related to the specific choice of the formula for the curvature radius. The applied procedure is as follows: at each step, the value of the curvature radius is calculated from the FEM computation using 10 points within the interval $(0, a)$. For this reason, we used the definition of the radius based on the stress components and took into account its numerical distribution in the neighbourhood of the minimal cross section. Then we approximated the curve with formula (16) taking care about the accuracy of the approximation. As a result, the values of these two auxiliary parameters, i.e. $\alpha, \beta = \alpha, \beta (\varepsilon_{eq})$ were obtained at each time step. Finally, for the particular level of the plastic deformation, the error between the classical formulae and formulae (17) was calculated (cf. Tab. 4).

From the results shown in Tab. 4, it follows that the relative error of the Bridgman formula increases with increasing strain. It should be noted here that the reference value for the error estimation is based on the data extracted from the FE simulation. The maximum error occurs for the ideal plastic material and takes 3.5% for the last stage of deformation. For Siebel-Davidenkov-Spiridonova formula, the error is of the same magnitude (less than 0.6%). In order to easily compare all the obtained results, Tab. 5 collects all the maximum errors calculated during the investigation of each individual simplifying assumption. Furthermore, the material type and the stage of deformation at which these maximum errors occurred are indicated. The error distribution as a function of stage of deformation is symbolised by arrows. For this reason, all tables show error sign, since no norm was considered and only relative errors between the formulae were calculated. One can also observe that the total error of the classical formulae indicated in Table 1 cannot be obtained as a simple sum of the particular errors.

**Table 5**

<table>
<thead>
<tr>
<th>Simplifying assumptions</th>
<th>Maximum error, %</th>
<th>Behaviour of the error</th>
<th>Material</th>
<th>Stage of deformation $a/R$, −</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific formula for $\rho(r)$</td>
<td>3.5</td>
<td></td>
<td>ideal plasticity</td>
<td>1.174</td>
</tr>
<tr>
<td>$\sigma_0 = \sigma_r$</td>
<td>−6.7</td>
<td></td>
<td>ideal plasticity</td>
<td>0.185</td>
</tr>
<tr>
<td>$k = const$</td>
<td>−0.5</td>
<td></td>
<td>linear hardening</td>
<td>0.661</td>
</tr>
</tbody>
</table>

Summarising above considerations, it should be noticed that each assumption influences the result in a different way. The greatest negative influence on the final result has the assumption of the equality of the circumferential and the radial stresses and the specific form of the curvature radius of the longitudinal stress trajectory. The most reasonable simplification is that the yield stress is constant along the minimum cross-section.

### 3. Are improvements of the classical formulae possible?

Formula (17) also gives us a chance to derive a new approximating formula for the average normalised axial stress: optimising parameters $\alpha, \beta$ in equation (17) in order to have the best fit for the different numerical curves which are obtained for different material sets. Figure 2 shows the results obtained from the numerical simulation (marked by dots) and curves evaluated from the new formulae (17) to find the optimal parameter set $\alpha, \beta$ for different materials. Particularly, for $\alpha = 0.95$ and $\beta = 0.5$, formulae (17) provides a better result than any of the classical formulae. However, it approaches the real curves from both sides at different stages of plastic deformation. If one would like to have a one-side estimation, other values can be recommended: namely, $\alpha = 0.5$ and $\beta = 0.5$, which are not the best fit, but this approximation always lies lower than any curve of the different materials. As suggested in [14], the analysis is restricted to values less than 2 for the parameter $a/R$.

Additionally, curves corresponding to Bridgman, Siebel-Davidenkov-Spiridonova and Szczepiński formulae are shown in Fig. 2. As can be seen, the Szczepiński formulae, which is derived in a similar way to the classical ones, reveals a slightly better approximation that the other classical formulae. Formula (17) together with two sets of empirical parameters ($\alpha, \beta$) seems to be better than any of the known classical formulae. However, it was created during elimination of only one of the questionable assumptions. As a result, further verification which includes other materials and other computations is required.

Let us mention here that points $\bar{\sigma}/\bar{k}$ in Fig. 2 corresponding to the ideal plasticity do not follow a straight line near the origin of the coordinate system. This means that ideas other than the classical ones from papers [2, 5, 6, 16] should probably be employed. Additionally, other parameters may be taken into account to improve the
Fig. 2. Ratio $\bar{\sigma}_z/\bar{k}$ as a function of $a/R$ obtained from FEM simulation and its approximations by the classical formulae by Bridgman, Siebel-Davidov-Spiridonova and Szczepiński and by the new empirical formula.

classical and the empirical formulae (17). In the following, we try to evaluate a new formula based on deformation theory of plasticity under Lagrange’s coordinate approach [9]. We assume incompressibility of the material in the minimal cross section, but none of the simplifying assumptions like b)-d) is used. Functions describing displacement filed are taken as polygons of a specific degree, while its coefficients are calculated from the natural and symmetry boundary conditions. Finally, only Huber-Mises yield criterion is applied in the analysis. Trying to achieve a new quantity, we introduced an additional parameter, $\Lambda_0 = 1 - a/a_0$ which is easily measured during an experiment. As a result of the analytical modelling, the formula for the average normalised axial stress was derived in the form [8]:

$$\frac{\bar{\sigma}_z}{\bar{k}} = 1 - \frac{b_{32} a_0^2}{28 b_{30}} - \frac{b_{12} a_0^2}{14 b_{30}} + \frac{2}{7} + \frac{3 b_{10} b_{32} a_0^2}{98 b_{30}^2} + \frac{3 b_{10}}{7 b_{30}} \left( \frac{b_{12} a_0^2}{14 b_{30}} - \frac{2}{7} - \frac{3 b_{10} b_{32} a_0^2}{98 b_{30}^2} \right) \ln \left| 1 + \frac{7 b_{30}}{3 b_{10}} \right|. \quad (18)$$

Unfortunately, from the conditions mentioned above, it was impossible to determine in an unique way the formulae for each coefficients $b_{ij}$ included in formula (18). When we made an additional crucial assumption that $b_{32} = 0$, which can be justified for a small deformation, the accuracy of the new formula was quite good (even better than the classical ones) for small value of parameter $a/R$ [8]. However, it becomes much worse for large deformations. The reason for this was clearly the assumption itself, i.e. $b_{32} = 0$. Additional error probably comes from the fact that we used the linear equilibrium equation in our analysis. In this paper, we suggest using other empirical value of the parameter: namely $b_{32} = (2\delta_0\Lambda_0)/a_0^2$, where $\delta_0 = a_0/R$ is different in comparison with the parameter $\delta = a/R$ which appeared in the classical formulae. It is clear that for small deformations, this assumption is consistent with the previous one. Then, making additional use of asymptotic analysis (see [9]), coefficients $b_{ij}$ can be evaluated in form:

$$b_{10} = -\frac{8\Lambda_0 + \delta_0 - 4\delta_0\Lambda_0}{8}, \quad b_{12} = \delta_0 \frac{1 - 2\Lambda_0}{2a_0^2}, \quad b_{30} = \delta_0 \frac{1 - 4\Lambda_0}{8}. \quad (19)$$

This solution is good enough in the considered parameter range $a/R$ (cf. Fig. 3). The classical formulae are also presented for comparison.

Unfortunately, this new formula behaves worse than the empirical formula. Thus, it is still a demanding task to derive a new formula which is better than the empirical one. One may think about a similar analysis under Euler’s approach, where the equilibrium equation is linear.

Summarising our investigations, we can state that the classical formulae can provide a significant error for materials undergoing large plastic deformations with pronounced neck formation, especially in the case of a slightly hardening material. We estimated the range of the possible error and suggested three new formulae which are all better then the classical ones. Empirical formula (17) with specific values of the parameters $\alpha, \beta$ still requires a serious check for other materials.
Fig. 3. Ratio $\overline{\sigma}/\overline{k}$ as a function of $a/R$ obtained from FEM simulation and its approximations by the classical formulae by Bridgman, Siebel-Davidenkov-Spiridonova and Szczepiński and by the new formula derived in Largange’s coordinates.
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