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DATA MINING METHODS – APPLICATION IN METALLURGY

METODY EKSPLORACJI DANYCH – ZASTOSOWANIE W METALURGII

The objective of the paper is an evaluation of data mining techniques in application to both the analysis of large data sets
and the modelling of complex manufacturing processes in the field of metallurgy. The paper presents an idea of the knowledge
exploration process from large data sets and the major tasks of data mining. The basics of selected data mining methods are
also presented: k- means clustering, decision trees, artificial neural networks and Bayesian networks. The second part of the
paper presents some results of the application of selected data mining methods in metallurgy. The examples apply to the data
analysis as well as modelling and control of metallurgical processes. The results have shown that data mining methods are
very useful for both the analysis and the modelling of complex metallurgical processes.
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Celem pracy jest ocena technik eksploracji danych w zastosowaniu do analizy dużych zbiorów danych oraz modelowania
złożonych procesów wytwarzania w obszarze metalurgii. W pracy przedstawiono ideę procesu eksploracji wiedzy z dużych
zbiorów danych oraz główne zadania eksploracji danych. Zaprezentowano również podstawy wybranych metod eksploracji
danych: klasteryzacja k- średnich, drzewa decyzyjne, sieci neuronowe oraz sieci Bayesowskie. Druga część artykułu zawiera
wyniki zastosowania wybranych metod eksploracji danych w metalurgii. Przykłady dotyczą analizy danych oraz modelowania
i sterowania procesów metalurgicznych. Wyniki pokazały, że metody eksploracji danych są bardzo przydatne do analizy i
modelowania złożonych procesów metalurgicznych.

1. Introduction

Data mining (DM) is an interdisciplinary field in-
cluding various scientific disciplines such as: database
systems, statistics, machine learning, artificial intelli-
gence and the others [1]. The main goal of data min-
ing is the knowledge exploration from large data sets.
The methods of data mining give the possibility to find
the unknown regularities in the accumulated data sets.
The experimental data from laboratory tests and observa-
tions, as well as the data recorded in industrial conditions
may possibly be the source of significant information
for modelling, control and optimisation of the complex
processes – also in metallurgy. There is the knowledge
included in the data sets, and yet it is very often unused
because of the difficulties in the analysis of the large
data sets. It is very complicated to discover the knowl-
edge from the huge data sets and it is impossible to do it
manually. Therefore, there is necessity of the scientific
research in the area of both the data analysis and the data

mining techniques, which are able to support the analysis
of the data in the field of metallurgy and materials sci-
ence. Data mining is one of the stages of the process
of knowledge discovery in databases (KDD). Knowl-
edge discovery process consists of the following steps
[1]: data cleaning, data integration, data selection, data
transformation, data mining, pattern evaluation, knowl-
edge presentation. Data mining is the essential stage of
the knowledge discovery process, where the intelligent
methods are applied in order to extract data patterns.

2. Data mining tasks

Data mining gives the possibility to solve many and
various types of problems. The major tasks of data min-
ing are: classification and prediction, clustering, associa-
tion analysis, time series analysis, deviation analysis and
the others [1, 3].
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2.1. Classification

Classification [1, 4] is the form of data analysis that
can be used to extract the models describing important
data classes. The classification model is constructed by
analysing the objects described by attributes. Each ob-
ject is assumed to belong to a predefined class, as deter-
mined by one of the attributes, called the class label at-
tribute. There are many classification techniques [1], but
the most popular methods are: decision trees, artificial
neural networks and Bayesian networks. Classification
model elaborated on the basis of the training data set,
can be used for prediction of the objects classes of which
the class label is unknown. Classification is used to pre-
dict the discrete and nominal values, while regression is
used to predict continuous or ordered values.

2.2. Clustering

Clustering [5] can be defined as the process of par-
titioning the objects (characterised by attributes) into
clusters (groups) such that the objects within the same
cluster have a high degree of similarity, while the ob-
jects belonging to different clusters have a high degree of
dissimilarity. Clustering is an example of unsupervised
learning. Unlike classification, clustering does not rely
on predefined classes and class-labelled training exam-
ples. Clustering algorithms group the objects into clus-
ters on the basis of the criterion of maximisation of the
objects similarity inside the cluster and minimisation of
the similarity between the various clusters. Many cluster-
ing algorithms have been developed [6–8], which belong
to two groups: hierarchical clustering and partitioning.

2.3. Association analysis

The goal of association analysis [9, 10] is to find and
uncover the hidden relationships in large data set, which
can be presented in the form of rules. An association
rule is an expression A ⇒ B, where A and B represent
two different sets of items. Let D be a database of trans-
actions, where each transaction T ∈ D is a set of items,
A⇒ B expresses that whenever a transaction T contains
A than T probably contains B too. The probability or rule
confidence c is defined as the percentage of transactions
containing B in addition to A with regard to the overall
number of transactions containing A. The support of a
rule is the number of transactions containing A (irrespec-
tive of presence of B) with respect to the total number
of transactions in the database. The idea of association
rules originated from the analysis of market-basket data,
where rules like “A customer who buys the products x1
and x2 would also buy a product y with probability of
c%” are found. Another example of an association rule

within the area of production technology could be as
follows: “If the manufacturing defect A occurs, then the
defect B would also occur with the probability of c%”.
The task of association analysis is to find the items that
frequently appear together. More information about the
association rule generating algorithms may be found in
[1, 2].

2.4. Time series analysis

The analysis of time series [1, 2] is based on the
assumption that successive values in the data file repre-
sent consecutive measurements taken at equally spaced
time intervals. The time series analysis allows identify-
ing of regularities between variable’s values from differ-
ent time periods. The main goal of time series analysis is
the prediction of future events (future variable’s values)
based on known past events (past variable’s values). This
type of analysis can be used for modelling of dynamic
phenomena, where current value of analysed parame-
ter depends on the previous values of this parameter
and/or the previous values of the other process parame-
ters. There are many methods used to model and forecast
time series: autoregression methods, univariate ARIMA
(autoregressive integrated moving average) modelling,
artificial neural networks and the others [2, 11].

3. Review of data mining methods

In this section the selected data mining methods
are described: k-means clustering, decision tree method
(CART), artificial neural networks (multi-layer percep-
tron) and Bayesian networks.

3.1. K-means clustering

K-means clustering [4] is a popular technique for
partitioning of large data sets. K-means clustering is an
algorithm to group objects based on attributes into k
number of groups (clusters). The grouping is done by
minimising the sum of squares of distances between da-
ta and the corresponding cluster centre. The classical
k-means algorithm is described as follows:

1. Choose k cluster centres (also called centroids) ran-
domly generated in a domain containing all points,

2. Assign each point to the closest cluster centre,
3. Redefine the cluster centres using the current cluster

memberships,
4. If a convergence criterion is not met, go to step 2.

Typical convergence criterion is minimal reassignment
of points to new cluster centres. The Euclidean norm d is
chosen as the distance measure (in step 2 of algorithm):
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d(x, c) =

√√ n∑
i=1

(xi − ci)2, (1)

where: n – the number of dimensions, xi – the coordinate
of a point, ci – the coordinate of the centroid.

The centroid coordinates (in step 3 of algorithm) are
calculated as:

c(xi) =
p1(xi) + ... + pm(xi)

m
, (2)

where: m – the number of the points, which are assigned
to the cluster, p1, p2, ..., pm – the points belonging to
the cluster, c(xi), p1(xi), ..., pm(xi) – the coordinates.

The main advantages of k-means algorithm are its
simplicity and speed which allows it to run on large data
sets. The result of k-means clustering is that each point
belongs to just one cluster. In fuzzy k-means clustering
[12, 13] each point has a degree of belonging to clusters,
as in fuzzy logic, so the point can be assigned to many
clusters simultaneously.

3.2. Decision trees

Decision tree method is one of the classification
techniques. This method allows representing the knowl-
edge in a simple form, which is easy for interpretation
and understanding for the user. The goal of decision tree
induction is to find the set of logic rules “if premise
then conclusion”. Depending on the kind of classifying
attribute (discrete or continuous), the classification or
regression trees are built. In the structure of decision
tree there are these attributes, which carry the most in-
formation on belonging of the objects to the classes. The
criterion, which is used for developing the decision tree,
is the maximisation of information gain (or minimisation
of heterogeneity in the node). There are many different
criteria used for evaluation of information gain for the
various decision tree algorithms [14, 15] (e.g. in C4.5
algorithm [16] the measure of entropy is used for eval-
uation of information gain; in CART algorithm [14] the
Gini index is used for evaluation of node heterogeneity).
The typical structure of decision tree is shown in Fig. 1.

The CART algorithm [2, 14, 17] (Classification and
Regression Trees) is very popular and useful method of
knowledge exploration. CART is a method that generates
a binary tree through binary recursive partitioning that
splits a subset of the data set into two subsets accord-
ing to the minimisation of heterogeneity criterion. Each
split is based on a single variable. Some variables may
be used several times while the others may not be used
at all.

C1

root node

leaf (class)

test node

Yes No

Yes

Yes

No

No

C2
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C2

branch

Fig. 1. Scheme of decision tree structure

Let ∆i (ψ (A) ; S) denote the change of node hetero-
geneity as the result of partitioning of S set by ψ criterion
on A attribute. The Gini index is defined as:

i(S) = 1 −
∑

j

p2 ( j |S ), (3)

where: p ( j |S ) is defined as the probability of belonging
the object to class j in S set.

The change of node heterogeneity for Gini index
criterion can be defined as follows:

∆G (ψ (A) ; S) = i (S) − pL ∗ i (SL) − pP ∗ i (SP) , (4)

where: SL and SP – sets determine the partition of ini-
tial S set by ψ (A) criterion, pL =

|SL |
S and pP =

|SP |
S –

probabilities that the object will be classified into one of
these sets.

During the construction of decision tree one selects
the attribute and such dealing criterion ψ, to maximise
the expression ∆G.

In the case of regression trees, the leaves are char-
acterised by two parameters: y – value of classifying
attribute (equation 5) and σ – standard deviation of cas-
es in the node t (equation 6). The value of classifying
attribute is the average value from N cases considered
in the node t:

y(t) =
1

N(t)

∑
n

yn (5)

σ =

√
1

N(t)

∑
x∈t

(yn − y(t))2. (6)

For regression trees, the split rule relies on selec-
tion of such ψ(A) criterion, which maximally reduces
the classification error in node t:

∆R (ψ (A) , t) = R(t) − R(tL) − R(tP) (7)

where:

R(t) =
1
N

∑
x∈t

(yn − y(t))2. (8)
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The stop criterion for regression tree is reduced to
the condition: N(t) < Nmin, where: N(t) is a number of
cases considered in node t.

More details about CART algorithm, pruning
method and the other decision tree algorithms may be
found in [2, 14].

3.3. Artificial neural networks

Artificial neural network (ANN) [18–21] is the com-
puter system, which simulates the functions of human
brain. The basis of ANN is that it has many interconnect-
ed processing nodes, called neurons, which form the lay-
ered configurations. Each computing node in the network
is based on the concept of an idealized neuron. An ideal
neuron is assumed to respond optimally to the applied
inputs. Neural network is a set of such neural nodes, in
which the neurons are connected using complex synap-
tic connections characterized by weight coefficients and
every single neuron makes its contribution to the compu-
tational properties of the whole system. There are many
different types of ANNs: Multi-layer Perceptron, Radial
Basis Function Network, Generalized Regression Neural
Network.

The Multi-layer Perceptron [22] (MLP) is the most
popular architecture of neural networks. The network
consists of an input layer, hidden layers (typically one
or two hidden layers are used) and an output layer.
The architecture of multi-layer perceptron is presented
in Fig. 2.

input
layer

hidden
layer

output
layer

Fig. 2. Scheme of multi-layer perceptron with one hidden layer

The input layer is direct linked to the inputs of the
first hidden layer. The output of each neuron in a layer is
connected to the inputs of all neurons in the subsequent
layer. Signals flow through the network in one direction
(from input to output), and this type of network is called
a feedforward network. Sigmoidal activation functions
for the neurons in the hidden and output layers are the
most used. Generally, the logistic function is utilized as
follows:

f (x j) =
1

1 + e−x j
, (9)

where: f (x j) is the output of neuron j.
This type of network is trained using the supervised

learning methods [18]. This means that during training
of the network, both the input and corresponding output
data are used. The most common is the backpropagation
algorithm [23]. An input pattern is applied to the network
and an output is generated. This output is compared to
the corresponding target output and an error is produced.
The error is then propagated back through the network,
from output to input, and the network weights are ad-
justed in such a way as to minimize a cost function,
typically the sum of the errors squared. The important
feature of the MLP is that this network can accurately
represent any continuous non-linear function relating the
inputs and outputs. More information about other types
of ANNs (both the static and dynamic neural networks)
may be found in [23].

3.4. Bayesian networks

The Bayesian Network [18, 21, 24] is directed
acyclic graph in which the nodes represent variables and
the links represent causal influences among the variable.
The strength of an influence is represented by condition-
al probabilities. Thus, two random variables, X and Y ,
are represented in a Bayesian network as two nodes in a
directed graph. An edge directed from Y to X represents
the influence of the node Y , the “parent” node, on the
node X , the “child” node. The intensity of the influence
of variable Y on variable X is quantified by the condi-
tional probability P(x | y), for every possible set of values
(x, y).

Let P be the set of all parent nodes of a node X .
Further, let p be a set of values for all the variables in
P and let x be a value of the variable X . The influence
of P on X can be modelled by any function F such that∑

x F(x,p) = 1 and 0 6 F(x,p) 6 1. The function F(x,p)
provides a numerical quantification for P(x | p).

A Bayesian network for a joint probability distribu-
tion P(x1, x2, x3, x4, x5) is shown in Fig. 3.

X1

X2 X3

X4

X5

Fig. 3. Example of the Bayesian network

Node X1, the “root node”, is a node without par-
ents whose probability distribution is P(x1), where the
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domain of x1 is the set of values that X1 takes on
with non-zero probability, and is called a priori prob-
ability. This probability can be used to represent pre-
vious knowledge of the modelled domain. Due to the
independencies declared in Fig. 3, the joint probability
distribution can be computed as P(x1 , x2, x3, x4, x5) =
P(x1)P(x2 |x1)P(x3 |x1)P(x4 |x2, x3)P(x5 |x3). Each variable
Xi is conditionally independent of all its other predeces-
sors.

4. Examples of application of data mining
techniques in metallurgy

In this part of the paper the selected examples of
application of data mining methods in metallurgy are
described. The problems considered apply to the anal-
ysis of measuring data, modelling and optimisation of
the processes. The results presented here were obtained
using the techniques described in the previous section.

4.1. Data analysis

4.1.1. Clustering of the multidimensional industrial
data

Databases which describe the industrial processes
can supply important information for modelling and op-
timisation of the processes. However, the analysis of the
industrial data sets is very complicated because of the

large number of both the data and the various process
parameters, and also because of the different kinds of
measurement noise.

Centroid coordinates of clusters: A and B
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Input process parameters

correct process (cluster A) process with perturbations (cluster B)

Fig. 4. Comparison of the centroid coordinates of the clusters, which
describe the correct process and process with perturbations, for the
input process parameters [26]

The subject of the analysis is the copper flash smelt-
ing process [21, 25], which is described by numerous
parameters (27 input and 19 output parameters). Con-
sidered process is very complicated and the values of
each parameter can change within wide range. It is pos-
sible to determine the ranges of variability of the process
parameters using the statistic analysis. However, the per-
missible limits of all input and output parameters, for
which the process will proceed correctly, are unknown.
Wide ranges of variability of all input parameters re-
sult in many problems in modelling and control of the
process.

Fig. 5. Comparison of the searching areas (grey colour) for optimisation of the process: (a) – the searching space obtained on the basis of
the cluster A (correct process); (b) - the searching space obtained on the basis of all data set (without clustering) [26]
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The aim of this work was the data analysis of the
real industrial process using clustering method [26]. The
k-means algorithm was applied in order to group the in-
dustrial data into sets indicating the correct or incorrect
process. The data from the monitoring system of pro-
duction were used for the analysis of the process. The
considered data set contains about 10000 records. Two
groups (clusters) were obtained as the result of grouping
of the multidimensional data. This clustering gave the
possibility of evaluation of the group A which describes
the correct process and the group B which characterizes
the process with perturbations. The comparison of the
centroid coordinates of the clusters is shown in Fig. 4
(for the normalised data). One may notice in Fig. 4 that
the centroid coordinates of these clusters are distant from
each other.

The centroid of the cluster, which describes the cor-
rect process, can be used as the starting point for the
optimisation of the process. This cluster can also be used
for the evaluation of the rages of variability of input pa-
rameters. The determination of the lower and the upper

limits of the correct process can be helpful to constrain
of the searching space for the optimisation methods. The
comparison of the potential solution area obtained in the
result of clustering process and the area of permissible
solutions without clustering is shown in Fig. 5.

The searching area obtained in the result of clus-
tering is narrower than the area of potential solutions
without clustering, what can be very useful for the opti-
misation of the process (see section 4.3). The determined
upper and lower limits (for the correct process) of the
input parameters can be used in creation of instructions
for the control of the process.

4.1.2. Filtering of the experimental data

The noisy experimental data are very often useless
for the further analysis and modelling of the processes.
Therefore, the modelling of the processes must be pre-
ceded with the data pre-processing. The data filtering is
a very difficult task, because the smoothing procedures
can eliminate important information or leave the unnec-
essary noise.

Fig. 6. Comparison of the data from measurements and from ANN filtering [27, 28]

Examples of data filtering using artificial neural net-
works (ANN) are presented in [27, 28]. The solutions de-
scribed apply to filtering of the stress-strain data curves
[27] and thermomagnetic data curves [28]. There are
some results of data filtering using ANNs presented in
the Fig. 6. The base of analysis [27] (Fig. 6a) were the
data from the plane strain compression tests. On the
input of the artificial neural network was the value of
displacement, and on the output – the value of load.
Next example of data de-noising is the filtering of ther-
momagnetic data curves [28] (Fig. 6b). The ANN had

one input – the temperature of material, and one output
– the magnetic moment.

The results obtained have shown that ANNs appear
to be very efficient in filtering of the experimental data
with the various measurement noise.

4.2. Modelling of the metallurgical processes using
data mining methods

Application of data mining methods to modelling
of the processes is justified in cases, for which the elab-
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oration of the model is difficult, long time-consuming
or even impossible. Data mining techniques based on
artificial neural networks, Bayesian networks, decision
trees and regression methods were applied to modelling
of the complex metallurgical processes. In this section
the selected results of modelling of the processes using
various data mining techniques are presented.

4.2.1. Identification of the copper flash smelting
process

The copper flash smelting process [21, 25] is contin-
uous and very complex metallurgical process. Compli-
cated structure of the process and many input and output
parameters produce difficulties in modelling and con-
trol of that process. The existing models of the process
are either very simplified or based on the FEM models
[29–32]. The theoretical models which are based on the
thermo-physics of the occurring physical and chemical
reactions have many drawbacks because of many simpli-
fications of the process description. They also require a
lot of computation time, which makes them useless from
the point of view of the control of the process in the real
time.

The idea of application of artificial neural networks
to modelling of the copper flash smelting process was
proposed in [25]. Moreover, the attempts of application
of the others data mining methods to modelling of that
process are made. Now, the CART algorithm of regres-

sion trees was used to identification of the copper flash
smelting process. The results of identification of the pa-
rameters of the copper flash smelting process using ar-
tificial neural networks and decision trees are presented
below. The models were elaborated on the base of in-
dustrial data. The quality of the models was evaluated
by a mean square error Φ, mean error E and a relative
error τ defined as follows:

Φ =

√√√
1
k

k∑
i=1

(
Pc − Pm

Pm

)2

(10)

E =

k∑
i=1

(∣∣∣Pc − Pm

∣∣∣)
k

(11)

τ =

∣∣∣Ppom − Pobl

∣∣∣
Ppom

, (12)

where: Pc – calculated value of a parameter, Pm – mea-
sured value of a parameter, k – a number of the values
measured.
Results of prediction of NOx concentration in gases

The results of prediction of NOx concentration in
gases are presented in Tab. 1. The artificial neural net-
work (multi-layer perceptron) and the regression tree
(CART algorithm) were compared with the results of
regression analysis.

TABLE 1
Comparison of the results of prediction of the NOx concentration in exhausts obtained using different methods [33]

Methods
Error
Φ

Error
E

Percentage of the results
within the ranges of error τ

±τ % ±τ % ±τ %

Artificial Neural Network 0.084 58.36 0.05 52% 0.10 82% 0.15 93%

Decision Tree (CART algorithm) 0.086 58.02 0.05 52% 0.10 83% 0.15 93%

Non-linear Regression 0.110 72.46 0.05 47% 0.10 74% 0.15 86%

Linear Regression 0.107 73.01 0.05 45% 0.10 73% 0.15 87%

On the base of errors of analysed methods (Tab. 1)
it is seen, that artificial neural network and decision tree
method have obtained the comparable results. The mean
square error Φ for these methods equals about 0.08, what
is the satisfactory result. Whereas, the results of linear
and non-linear regression methods have had a worse con-
vergence with the results of measurements. The results
of prediction of the NOx concentration in gases using ar-
tificial neural networks and CART algorithm are shown
in Fig. 7.

In the result of CART algorithm application, the
input parameters which are significant for prediction of

NOx concentration in gases were indicated. The input
parameters, which appear in the structure of regression
tree, are significant for prediction of analysed output pa-
rameter. The input parameters which have the greatest
influence on the NOx concentration in gases are: chem-
ical composition of concentrate (contents of S, CaO,
Cu, SiO2, Pb), total concentrate stream, volume of oxy-
gen per concentrate unit and oil consumption. From the
assumed estimation criterion of parameters’ significan-
ce point of view, the other input parameters are not
such significant for prediction of NOx concentration in
gases.
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Fig. 7. The results of prediction of NOx concentration in exhausts using (a) – artificial neural network, (b) – regression tree method [24]

On the basis of elaborated regression tree, the
decision rules were generated allowing to represent
in overt form the knowledge about analysed problem.
An example of decision rule for prediction of NOx
concentration in gases is presented below: “If ((S
content in concentrate 611.31%) and (Cu content in
concentrate >26.58%) and (total concentrate stream
> 97.12 103kg/h) and (oxygen content in the process
blow 6 78.58%)) then NOx concentration in gases =
1186.65 ppm”.

The knowledge representation in the form of both
the decision trees and rules is very clearly and easy to
interpret compared to the artificial neural networks. The
idea of ANNs is based on the principle of “black box”
action. On the basis of input signals an ANN gener-
ates the output signals. In artificial neural networks the
knowledge about analysed problem is encoded in weight

coefficients of network and this knowledge is not ac-
cessible directly in open form. Though, there are some
algorithms of extracting rules from artificial neural net-
works [34]. The application of typical ANNs to mod-
elling of the processes doesn’t make it possible to gather
the knowledge about analysed phenomenon in an easy
and direct way (in comparison with the decision tree
method).
Results of prediction of Cu concentration in slag

The next example of evaluation of artificial neu-
ral networks and decision tree method in application to
modelling of the copper flash smelting process is pre-
sented below. The results of prediction of output param-
eter – Cu concentration in slag – are shown in Tab. 2
and in Fig. 8.

TABLE 2
The results of prediction of Cu concentration in slag

Methods
Error
Φ

Error
E

Percentage of the results
within the ranges of error τ

±τ % ±τ % ±τ %

Artificial Neural Network 0.056 0.58 0.05 65% 0.10 92% 0.15 99%

Decision Tree (CART algorithm) 0.051 0.50 0.05 75% 0.10 94% 0.15 99%

The results obtained show that these methods can
predict the values of Cu concentration in slag with high
accuracy. It confirms that the artificial neural network ap-
proach and regression tree method are very useful tools
in modelling of chosen output parameters of the copper
flash smelting process.

Results of prediction of boiling level in the furnace
The artificial neural network, Bayesian network and

rule-based expert system (for which the knowledge base
was elaborated using C4.5 algorithm) were applied in or-
der to predict the boiling level in the copper flash smelt-
ing furnace. The measurements of the boiling level were
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divided into two classes: “low” and “high” boiling level. The results of prediction of the boiling level obtained
by various classification methods were compared
in Tab. 3.

Fig. 8. Comparison of measured and calculated values of Cu concentration in slag: (a) – results of artificial neural network (ANN), (b) –
results of regression tree method (CART)

TABLE 3
The results of prediction of the boiling level in the copper flash

smelting furnance [21]

Methods
Percentage of correct answers

Boiling level
low high

Artificial Neural Network 66% 72%

Bayesian Network 67% 56%

Expert System (C 4.5 algorithm) 87% 36%

The high level of boiling is undesirable. The possi-
bility of prediction of high boiling level is very important
from the security and proper work of aggregate point of
view. However, there are some parameters, which are
significant for prediction of the boiling level, but they
are not registered in the databases, so the quality of pre-
diction of this output parameter is not that well. Better
results of prediction of the boiling level were obtained
by the artificial neural network.

4.2.2. Prediction of cooling time of coils in bell-type
annealing furnace

The elaboration of production schedules of cold
rolled sheets is very difficult. The most important is the
proper planning of bell-type annealing furnaces work,
because this department is the bottleneck of production
process in cold-rolling mill. The annealing cycles are

very long and it is difficult to foresee the ending time
of the cycle. This situation causes the disturbances of
rhythmical work at furnace department, the lack of syn-
chronization of following processes and the shortage of
optimum usage of annealing line.

The models based on artificial neural networks and
expert system were proposed to predict the cooling time
of coils of cold rolled sheets [35]. These models were
worked out on the basis of industrial data. These in-
put parameters, which were considered in prediction of
cooling time of coils (for short-term production plan-
ning) were, inter alia: the shielding gas temperature un-
der the protective muffle, the surrounding temperature,
the charge weight of stack, the average coils width of
stack, the average thickness of the sheets of stack, the
coils number of stack, the occurrence of the cooling
bell, the furnace type. The knowledge base of the ex-
pert system was elaborated using the decision tree al-
gorithm. The C4.5 algorithm (the following version of
ID3 decision tree algorithm) was applied to create the
decision rules, which were implemented in the knowl-
edge base of the expert system. The C4.5 algorithm is
the method, which allows to generate the classification
trees. The problem of prediction of cooling time is the
prediction of continuous variable. Hence, in this case the
problem was transformed into the classification problem
[35]. The results obtained by artificial neural networks
and expert system were compared with the results of
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linear and non-linear regression analysis. Fig. 9 shows
some results of prediction of cooling time of coils in
bell-type annealing furnace.

The results obtained by both the artificial neural net-
works and the expert system (based on the C4.5 algo-
rithm) give the best accuracy of prediction (mean error
E – defined by equation (11) – under 2 hours), what is
sufficient for scheduling and organizing of production of
cold rolling mill. The results of regression models do
not give the satisfactory effects.
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Fig. 9. Comparison of cooling times measured and predicted by var-
ious methods (for short-term production planning) [35]

4.3. Optimisation and control of the metallurgical
processes based on data mining

The results of data mining can be useful in con-
trol of the metallurgical processes. The optimisation of
the copper flash smelting process [36] can be an exam-
ple of using the results of data clustering. In this work,
the genetic algorithm (GA) and artificial neural network
(ANN) model were used for the optimisation of that pro-
cess. The optimisation with additional constraints of the
input process parameters was applied. These constraints
were obtained in the result of clustering of multidimen-
sional industrial data (section 4.1.1).

The ANN model, which allows predicting of the Pb
concentration in blister copper, was used in optimisation
procedure. The goal of optimisation of the process was
the calculation of the values of input process parameters,
which minimise the assumed goal function. The error,
between the value of output parameter (Pb concentration
in blister copper) calculated by ANN and the expected

value of this parameter in the real process, was assumed
as the goal function. The results of optimisation of the
copper flash smelting process may be found in [36]. The
10 process input parameters were assumed as the opti-
misation variables. The calculations were made for two
types of copper concentrates, which significantly differ in
Pb content. The low values of goal function obtained by
the means of calculations confirm the high effectiveness
of the method. The application of the upper and lower
limits of input parameters, obtained as the result of data
clustering, allows to restrict the searching space for the
genetic algorithm. Moreover, the searching of solutions
is performed only within the area of permissible limits,
which characterise the correct run of the process. The
fulfilment of these critical limits by the input parameters
makes possible for the aggregate to work correctly and
stable, and would also allow to receive the final products
of expected properties.

5. Summary

The study presents the selected examples of appli-
cation of data mining techniques to solving the various
problems within the field of metallurgy. Described so-
lutions demonstrate that artificial neural networks and
decision tree methods give good results in modelling of
complex metallurgical processes, for which there is lack
of sufficient theoretical models. Particularly good re-
sults were obtained using the multi-layer perceptron and
CART algorithm of regression tree generating. More-
over, there are indicated in the paper the possibilities
of usage of data clustering method for the analysis of
large multidimensional data sets and the possibilities of
application of the results of data grouping to optimisa-
tion and control of the metallurgical processes. Further
investigation will be applied to both the modelling of
the dynamic phenomena in the area of metallurgy and
materials science (which are dependent on the history of
changes of input and output parameters of the process)
and the analysis of possibility of using different methods
of data mining in metallurgy and materials science.
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